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Electronic structure calculations

What? 
Solve Schrödinger’s equation for the motion of electrons in a solid/molecule.

Why? 
The electrons determine everything 
• Chemistry (bonds, chemical reactions, ...)
• Thermodynamics (heat capacity, phase diagrams, …)
• Structure and ion dynamics (phonons, …)
• Physical properties (magnetism, conductivity, …)
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No parameters. 
Only laws of nature 
and fundamental 

constants.
Ab initio / 

first-principles



The open source GPAW code
Enkovaara et al. J. Phys.:Cond. Mat. 22 (2010)  ← Review article

https://wiki.fysik.dtu.dk/gpaw/    ← Free download, GPL

q Projector augmented wave (PAW) 

q Three different basis sets (real space, plane waves, LCAO)

q Efficient parallelization (good scalability up to > 100.000 CPU cores)

q Time-dependent DFT (linear response + time propagation)

q Many-body perturbation theory 

q Phonons and electron-phonon coupling

q Advanced magnetic properties 

q GPU version under development
Jens Jørgen Mortensen



The Niflheim supercomputer 

• CPU cores: 24560 
• Peak performance: 1.8 PetaFlops
• Co-funded 1:1 by DTU until 2020
• Capacity/2 year: 350 mio core/h
• Investment: DKK 30M over 6 years

 

The call is available in Danish and English. In case of discrepancies between the two versions, the Danish 
version is valid.  

Reference is also made to the FAQ on DeiC’s website: https://www.deic.dk/en/faq    

1.2.1 Time Schedule for application and grant 
H1-2023 is the second call for national compute resources. The time schedule is as follow: 

Publication date 2st of August 2022  
Deadline for applications 4th of October 2022 
Assessment of compliance with formal requirements is carried out   18th of October 2022  
Technical and scientific assessment from the e-resource committee is 
carried out 

1st of December 2022 

DeiC Board approves the grant recommendation from the e-resource 
committee 

12th of December 2022 

Applicants receives letter of grant or letter of rejection 15th of December 2022 
Front office and HPC Centers are notified on the grant distribution 15st of December 2023 
Allocated resources available from 1st of January 2023 

 

1.2.2 Purpose of Call H1-2023 
Call H1-2023 is the second call for application on compute resources on the national e-resources.  
The second call is an open call with no specific purpose.    

1.2.3 Duration of the Grant 
For this call you can apply for resources for a period of up to two years. (the period 1. January 2023 to 31. 
December 2024). The grant must be used evenly over the allocated period. Expected time(s) of use must be 
part of the application.  

It is possible to apply for elongation of the period in the next call.   

The resources must be used in the granted period. If the applicant does not have the opportunity to use the 
resources in the granted period, DeiC must be informed. If it is possible in the overall allocation of the 
national resources, the applicant can apply for a postponement of the use of the resources.   

1.2.4 Available resources in the Call 
Read more about the HPC systems properties and use at 
https://www.deic.dk/en/supercomputing/national-hpc-facilities  
and for EuroHPC LUMI at https://www.lumi-supercomputer.eu/lumi_supercomputer/ 

Center Unit Resource 
DeiC Interactive HPC - CPU CPU core/h 14,716,800 
DeiC Interactive HPC – GPU GPU core/h 705,100 
DeiC Interactive HPC – Storage TB 1,000 
   
DeiC Throughput HPC CPU core/h 63,437,500 
DeiC Throughput HPC – storage TB 3,900 
   

 

DeiC Large Memory HPC CPU core/h 6,377,200 
DeiC Large Mem. HPC – Storage TB 930 
   
LUMI-C CPU core/h 53,556,000 
LUMI-G GPU core/h 2,789,300 
LUMI Storage TB/H 26,558,800 

 

1.2.5 Distribution pr. Scientific Area 
The DeiC Board has distributed the resources in this call between the scientific areas:  

• [NAT, TECH, SUND]: 50% 
• [HUM, TEO, SAMF, JUR]: 30% 
• Share reserved distribution across the scientific areas in connection with the final assessment: 20%  

In the final distribution, the e-resource committee can allocate the resources from one scientific area to 
another, if not enough qualified applications have been received to use the resources for one of the areas.  

2 Formal Criteria for the Application 
The following criteria will be used in the formal pre-assessment of the application 

2.1 Application and Receipt 
• The application must be submitted through e-mail to: e-kald-ansoegning@deic.dk   
• The application must be accompanied by a completed application form that can be found here: 

https://www.deic.dk/sites/default/files/documents/DOC/e-resourceapplication_30082022.dotx 
A guide with review of the fields in the application form can be found here: 
https://www.deic.dk/sites/default/files/documents/PDF/Application-guide.pdf.  

• The application must be received before expiry of the application deadline 
• The application must be accompanied by a CV from the applicant (max 2 pages) 
• The application must be accompanied by a CV from Co-applicants (max 1 page) 
• The application must be accompanied by a publication list from the applicant. (Max 10 most 

relevant publications) 
• The application must, when the applicant is a student, be accompanied by a letter from the advisor 

of the student, that approve the students need for HPC resources. 
• The applicant will receive a confirmation mail regarding the reception of his/her application within 

three days. In case this does not happen he/she should contact the DeiC support-mail (e-kald-
support@listserv.deic.dk ) as soon as possible. NB: Please provide contact information in your e-
mail, as our mail-server will not automatically show your e-mail address. 

• Applications that are granted resources will be published on the DeiC website. Applicants should be 
aware not to have confidential information in the project title (cf. section 6.2) 

• The application will not be deleted, as the material must be handed over to the National Archives 
(Rigsarkivet) 

The applicant is advised to inform the university local front office (https://www.deic.dk/en/Front-Office) 
about the application, so that the universities own resources might be reserved for the project, if national 
resources are not granted.  

DeiC resources available (2 year grant period):

Ole H. Nielsen



Photo-catalytic water splitting

2 hn + H2O(liq) → ½ O2(gas) + H2(gas) Efficient water splitting requires an 
absorber material with a band gap ~2 eVMinimum energy required = 1.23 eV 



ABS3 sulphide perovskites

2916 AB cation 
combinations
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Best candidate materials

Computational screening

06/01/17Korina Kuhar20 DTU Physics, Technical University of Denmark

Finally...

Kuhar, Thygesen, Jacobsen et al. Energy Env. Sci. 10, 2579 (2019)



Synthesis of LaYS3
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TaskBlaster: Python framework for workflows
4.4 Databases and Machine Learning 28

Modular 
building blocks

Workflow

Workflow 
manager

Computer 
resource

HPC scheduler

Data storage

Simulation 
code

High-level 
logic

Low-level
logic

Question to 
address

Figure 4.2: Schematic visualization of workflow-centered frameworks in high-
throughput projects. The developer can create low-level modular building blocks by wrap-
ping simulation code and his own logic for a specific task. The numerous building blocks
and some kind of high-level logic can be combined into a workflow that can be executed on a
computer resource. The execution of jobs on the computer resource is handled by workflow
manager and high performance computing (HPC) scheduler. Finally, the data is stored, for
example in a database.

the HPC scheduler and handles the correct execution of tasks. The resulting data is
collected and stored using core functionalities of ASR. We have now seen how abstract
concepts within HT frameworks can be translated to address a specific computational
question via workflows. Next, we will discuss the importance of making data accessible
in databases, in particular in the context of defect physics.

4.4 Databases and Machine Learning
We have now introduced all the necessary concepts and tools needed to systematically
generate high-throughput data for materials science. During the last decades, numer-
ous high-throughput studies were conducted and resulted in the generation of large
materials databases with thousands to millions of entries. The most prominent and
largest examples are Materials Project[128], AFLOW[118], as well as the open quan-
tum materials database (OQMD)[129]. Furthermore, studies to generate high-quality
data for 2D materials have been published[130, 131]. Introducing defects into a given
system opens up a new dimension in the material space as we will discuss in the
subsequent section. Even though numerous theoretical ab initio characterizations of
defects exist, high-throughput studies on the topic are scarce, especially in the realm
of two-dimensional materials.

We therefore made it our goal to drive efforts towards systematically studying defects

Research 
question



Scaling of TaskBlaster

• Approx. 10k GPUs
• 375 petaflops (or 1.5 mio. laptops)
• #3 in the world
• Operated by CSC, Finland

• Demonstrated scaling of TaskBlaster to the entire LUMI supercomputer (g-partition). 

• Running ca. 14000 GPAW-GPU calculations concurrently.

• Not trivial! Experience used to develop a LUMI-compatible version of ASR



Atomically thin two-dimensional materials

Mounet et al. Nature Nanotechn. 13, 246 (2018)



Nobel Prize in physics 2010

A. GeimK. Novoselov

E = p
2

2mE = vF p

Particle with mass:
Massless particle:

Electrons in graphene move as if 
their mass was zero!

Graphene – the wonder material

§ Almost transparent (absorbs ca 2% light)
§ Best electrical conductor
§ Strongest material (100 x steel)  
§ Extremely flexible
§ Exotic physics
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C2DB

Known layered bulk compounds (~600)

Bottom-up

Top-down

M. Ashton et al. PRL 118, 106101 (2017)
Mounet et al. Nature Nano. 13, 246 (2018)
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Deep generative models
Artistic style transfer

Image generation

Natural language processing

Boris Eldagsen refuses to receive Sony World 
Photography Award for this AI-generated image



Input, 𝑥, is encoded as a normal distributions, 
𝑁(𝜇!, 𝜎!), over latent space

KL-regularisation
(relative entropy)

Reconstruction term

Variational autoencoder

Deep generative models



Known materials
Atom substitution
AI generated

Projection of the space of 2D materials
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