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Two main focal points:
• Simulation of a 15 T Magnet: BIFROST Sample Environment
• Prediction of background signal with Machine Learning
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McStas Simulation: BIFROST Sample Environment, 15 T Magnet
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Building the magnet with Union components

Union Components
72 cylinders: 48 solid & 24 vacuum

2 cones
1 box (beam path)

Union Materials
Most structures: Al & Vacuum

Magnet coils
Outer coils: NbTi
Inner coils: Nb3Sn
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Simulation Layout
Powder diffraction using a monochromatic beam

Instrument components
• Simple monochromatic source
• Slit
• Simulated Sample Environment and

Magnet
• Radial Collimator
• ”Banana” Monitors
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Where McStas meets Machine Learning

Simulations → Machine Learning model → Background Prediction
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Structure of a Machine Learning project

• Framing the problem
• Data Collection and Cleaning
• Exploratory Data Analysis
• Pre-processing
• Model Selection
• Training and Evaluation
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Classification or Regression?

Predict intensity for each angle increment

Classification
Signal or background?
Little information - Qualitative result

Regression
Prediction of background
as a continuous value
More information - Higher accuracy
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Regression Models to try

Random Forest

Parallelised ensemble of weak learners
Bootstrap Sampling: Sampling part of the training data
Aggregation: Result decided by ”majority vote”, or the mean of all decision trees output

Gradient Boosting Algorithm

Sequential ensemble of weak learners
Combined weak learners fitted iteratively
Sequential training: ”Bad” performance of a learner is given more importance by next learner

Neural Networks

Shallow or deep networks. More versatile, customisable, higher complexity
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Making a Database of Simulations: Adjusting the instrument file

Three monitors used to produce
Features and Target Values

1. All scattering events
Input Values: Total signal (intensity per angle)

2. Neutrons scattering only once and through the
sample

3. All remaining scattering events
Target Values: Background
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Data Collection: Making a Database of over 25000 Simulations
Parameter values were selected from random uniform
distributions within ranges:

• λ: 1-9 Å
• dλ: 0.5-2.5 % of λ
• Beam divergence: 20-40 arcmin
• Detector radius: 0.897 - 2 m
• Cylindrical sample size:

diameter: 2-10mm, height: 5-30mm
• Sample material: 11 choices

Na2Ca3Al2F14, I2, Al2O3, H2O (ice),
Y2O3, Y3Fe5O12 (YIG), UO2, Sn, B4C,
lsco 64, V, Vacuum
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Cleaning and processing data
Collecting raw data into structured format
Encoding categorical values: Assign a value to each material choice

Features: Input to ML model
7 instrument parameters
800 intensity/angle values (total signal)

Target values: Output of ML model
800 intensity/angle values
(background signal)
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Exploratory Data Analysis
No unexpected distributions, as we ”engineered” the features
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Training Using labeled data, allow the model to ”learn” the algorithm that predicts the target value

Tuning Adjusting the model’s parameters to obtain optimal results

Number of estimators Decision trees in the model RF, GB
Maximum depth Longest path from decision tree’s root node to leaf node RF, GB
Maximum features Max number of features provided to each tree RF, GB
Learning rate Contribution of each tree to final prediction GB

Evaluation Using metrics to assess model’s performance:
Mean Absolute Error, Mean Squared Error, Root Mean Squared Error, R2, etc.
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Some results: Na2Ca3Al2F14, λ=2.386 Å
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More results: Predicted Background

Random Forest Gradient Boost Predicted values
Mean Squared Error 0.0017 0.0016 (0,1)
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Thank you!

Using McStas Union components to simulate a magnet sample
environment
Master’s Thesis Defence: October 30th, Auditorium 7, HCØ, KU
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	Data Cleaning and Processing

